Abstract:

Affective state recognition from facial images is a challenging task in computer vision, with potential applications in various fields such as psychology, education, and human-computer interaction. In this study, we aimed to reproduce the results of the paper "Detecting Affect States Using VGG16, ResNet50 and SE ResNet50 Networks" and conduct a sensitivity analysis on the hyperparameters of the models. We will use the same dataset, and the three deep learning models, VGG16, ResNet50, and SE-ResNet50, to train and test our models.

Introduction:

Affective state recognition is a crucial aspect of human communication and interaction, as emotions play a significant role in our daily lives. In recent years, computer vision and deep learning techniques have shown great potential in recognizing emotions from facial expressions. The study of "Detecting Affect States Using VGG16, ResNet50 and SE ResNet50 Networks'' proposed a method for emotion recognition using three deep learning models, VGG16, ResNet50, and SE-ResNet50, and achieved promising results on the AffectNet dataset. However, the study did not investigate the sensitivity of the models to various hyperparameters, which can greatly affect the performance of the models. In this study, we aimed to reproduce the results of the original study and conduct a sensitivity analysis on the hyperparameters of the models. Our study can provide insights into the impact of hyperparameters on affective state recognition and guide the development of more effective models for this task.

Related Works:

Several studies have been published that focus on automatically detecting affective states. Most of these studies use systematic measurements created by Ekman and Friesen (1978), which have become the standard for subsequent affect analysis research.

Mahbub et al. (2018) introduce a new configuration called SPLITFACE, a deep convolutional neural network-based method that performs attribute detection in partially occluded faces. Several segments of the face are taken, and the authors identify which attributes are localized in which part of the face. The authors successfully demonstrate that their method outperforms other recent methods.

Although large convolutional network models have demonstrated good classification performance on the ImageNet benchmark, there is still a lack of understanding of why they perform so well. A paper, Zeiler and Fergus (2014) discusses a novel visualization technique that gives insight into the function of intermediate feature layers and the operation of the classifier.

VGG-16 is a deep CNN network published in 2015. The Visual Geometry Group (VGG) explores the effect of increasing the depth of the convolutional network on its accuracy, using architecture with small convolution filters of size 3 × 3, which show significant improvement compared to state-of-the-art configurations. These findings were submitted in the ImageNet Challenge 2014.

Squeeze-and-excitation networks are a recent advancement in deep learning. A new architectural unit called the squeeze-and-excitation (SE) block is introduced by Hu el al. (2017) to improve the quality of representations produced by a network. The SE block models interdependencies between the channels of its convolutional features and can be integrated into standard architectures such as VGG, ResNet, and Inception by stacking a collection of SE blocks.

Method/Algorithm:

The algorithms to be explored are modified versions of VGG-16, ResNet50 and SE-ResNet50.

VGG-16 is a deep CNN network that was published in 2015. The creators, Visual Geometry Group (VGG), explores the effect of increasing the depth of the convolutional network on its accuracy. The network consists of 16 convolutional layers and has a small receptive field of 3x3. It has a max pooling size 2x2 and has a total of 5 such layers. In addition, there are 3 fully connected layers after the last Max pooling layer.

ResNet50 stands for residual networks that have 50 layers. It’s a pre-trained network with a 224x224 input size that can classify images into 1000 object categories. Compared to VGG-16, ResNet50 has an additional identity mapping capability, which allows the model to bypass a CNN weight layer if the current layer is unnecessary. This mechanism helps with reducing overfitting in the training set since there are a lot of layers in the network.

Squeeze-and-Excitation (SE) is a new architectural unit for neural networks that aims to improve the quality of representations that the network produces. The block is integrated into ResNet50 by inserting it after the non-linearity following each convolution. Therefore, SE-ResNet50 has improved channel interdependencies at a near-zero computational cost.
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